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Smart ring resonator-based sensor for
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We demonstrate a smart sensor for label-free multicomponent chemical analysis using a single label-free ring
resonator to acquire the entire resonant spectrum of the mixture and a neural network model to predict the
composition for multicomponent analysis. The smart sensor shows a high prediction accuracy with a low root-
mean-squared error ranging only from 0.13 to 2.28 mg/mL. The predicted concentrations of each component in
the testing dataset almost all fall within the 95% prediction bands. With its simple label-free detection strategy
and high accuracy, the smart sensor promises great potential for multicomponent analysis applications in many

fields. © 2021 Chinese Laser Press

https://doi.org/10.1364/PRJ.411825

1. INTRODUCTION

Ring resonators are in an emerging class of versatile and highly
sensitive photonic sensors that use recirculating light confined
within a microcavity to detect the changes in surrounding bio-
logical, physical, and chemical environments [1-3]. They are
well suited for integrated sensing systems because of their high
sensitivity, compact size, label-free detection, real-time moni-
toring capability, low sample consumption, multiplexing
capability, and resistance to electromagnetic interference [4,5].
Ring resonators could be easily fabricated into a large array for
multiplexed detection. In theory, each individually addressable
ring resonator in the array could be labeled with a unique cap-
ture agent to detect a specific target of interest in a mixture [6].
The capture agent labeled on the ring resonator ensures the
sensing specificity. However, this approach presents a practical
challenge—the ring resonators would be so closely spaced in
the array that it would be impractical to selectively label each
ring resonator while avoiding contaminating the adjacent ones
without employing expensive and bulky microdispensers [7].
Therefore, a simple unlabeled multiplexed detection strategy
is highly desired for ring resonator—based sensors. Indeed,
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the ring resonator is well recognized for its capability of label-
free sensing. When target molecules come into proximity of the
ring resonator, the resonant peak shifts to a different wave-
length, and the degree of this resonant shift reflects the target
concentration. This label-free sensing strategy works well for
single-component analysis but shows poor performance for
multicomponent analysis due to its lack of specificity. With the
endpoint measurement of the resonant peak shift as the only
parameter for sensing, the ring resonator is incapable of distin-
guishing a specific component from a mixture. One conven-
tional solution to this problem is to extract the component of
interest from the mixture and measure all components one at a
time. However, the extraction processes are often tedious, labo-
rious, and time-consuming [8]. Moreover, not all components
can be extracted from a mixture. A more popular approach of
multicomponent analysis is based on multivariant calibration of
spectral information obtained by using UV spectrophotometry,
Raman spectroscopy, nuclear magnetic resonance spectroscopy,
and other kinds of spectroscopy [9—11]. This approach requires
a large database containing the spectra of each individual com-
ponent in their pure forms. To identify all components, the
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superimposed spectrum of the mixture is decomposed into the
spectra of individual components using algorithms such as
multiple linear regression, principle component regression,
and partial least squares [12,13]. One major assumption made
by this approach is that the spectrum of the mixture is a linear
superposition of the spectra of individual components, which is
not always substantiated. This approach also has difficulty in
identifying components with substantial overlapping spectra
and indistinguishable features. Although several models have
been proposed to distinguish those spectra by introducing addi-
tional handcrafted features, they have not been widely adopted
in practice [14,15].

Instead of using features handcrafted by users, machine
learning identifies characteristic features from the dataset on
its own. It is able to build data-driven models with its unique
learning ability. In recent years, machine learning, especially
deep learning [16], has received a lot of attention and has re-
defined data science [17,18]. The rapid development of ma-
chine learning has enabled a wide range of data-driven
sensing applications. For example, research in drug discovery
and development employs machine learning to explore the
causal association between drugs, biomarkers, and diseases
[19,20], which promotes data-driven decision-making and
has the potential to speed up drug development and reduce
failure rates. Machine learning is also used to predict drug—drug
interactions during clinical trials, which reduces adverse drug
reactions and healthcare costs [21]. Machine learning has also
become a crucial technique for device and material develop-
ment [22-25]. Researchers have attempted to optimize the de-
sign of metamaterial on demand with machine learning
[26-28]. Various types of sensors, such as microring resonators
and surface plasmon resonance—based sensors [29,30], have
benefited from machine learning. Machine learning is em-
ployed to boost the selectivity of gas sensors [31] and improve
the performance of low-cost and mobile plasmonic sensing
platforms by reducing the inter-device variability [32].

In this paper, we demonstrate a machine learning—enabled
smart sensor based on a ring resonator for multicomponent
chemical analysis. The smart sensor integrates a ring resonator
and microfluidic network onto a single chip using silicon pho-
tonic fabrication technology. Instead of using an array of ring
resonators selectively labeled with capture agents for multiplex-
ing, a single label-free ring resonator is used to sense all com-
ponents of interest in a mixture by analyzing the resonant
spectrum of the mixture using a machine learning model.
The machine learning model based on artificial neural network
is trained to decompose the resonant spectrum of the mixture
into spectra of the individual components. Instead of solely re-
lying on the resonant peak shift, the machine learning algo-
rithm extracts features from the entire spectrum for target
identification and quantification. As a proof of concept, we
have accurately quantified glucose, polyethylene glycol (PEG)
200, and bovine serum albumin (BSA) mixed at arbitrary ratios
using this smart sensor with a low root-mean-squared error
(RMSE) ranging only from 0.13 to 2.28 mg/mL over the tested
range of 0-30 mg/mL. The reported smart sensor significantly
simplifies the ring resonator—based sensing platform for multi-
component chemical analysis and shows a high quantification

accuracy. Although this work just presents a simple model
system for proof of concept, it promises great potential for
multicomponent analysis of complex samples in micro- and
nanodevices.

2. METHODS AND MATERIALS

A. Sensing System and Data Analysis

The ring resonator—based smart sensor [Fig. 1(a)] consisted of a
silicon ring resonator chip (details are shown in Appendix A)
that was integrated with a microfluidic network, a 1550 nm
light source, a polarization controller, an optical spectrum ana-
lyzer (OSA), and a data acquisition (DAQ) circuit, all packaged
into a portable system. The light source was tuned to TE polari-
zation via a fiber polarization controller and coupled into the
bus waveguide through a lensed fiber. After propagating
through the chip, the light that exited from the through port
of the sensing ring was coupled out of the bus waveguide via the
other lensed fiber to the OSA for spectrum acquisition. The gap
between the bus waveguide and the ring ought to be kept in the
range of hundreds of nanometers, so that the light propagating
along the waveguide could be coupled into the adjacent ring
resonator to form a whispering-gallery mode for resonance de-
tection under critical conditions. A piece of oxygen plasma-
treated polydimethylsiloxane (PDMS) film was bonded to
the ring resonator chip to form a microfluidic channel, the
depth of which was 1 pm and the width was 100 pm
[33-36]. The resonator chip was first rinsed with isopropyl al-
cohol (IPA), ethanol, and deionized (DI) water, followed by
oxygen plasma cleaning (PDC-002, Harrick Plasma) for
5 min to remove possible surface contamination. The chip
was passivated to prevent molecule adsorption by being im-
mersed in undiluted Sigmacote (SL2, Sigma) solution for
5 min with shaking immediately after oxygen plasma cleaning.
After the incubation, the chip was dried at room temperature in
a sterilized hood for one hour and washed with sterilized
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Fig. 1. Schematic illustration of smart sensor framework.
(a) Acquisition of resonant spectrum using ring resonator—based smart
sensor. (b) Resonant spectra are collected into a data library.
() Transformation of resonant spectra to matrices. (d) Neural network
training with transformed resonant spectra. (¢) Composition predic-
tion with neural network model.
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double-distilled water to remove hydrochloric acid (HCI) by-
product. The chip was dried at 90°C in an oven for 30 min
before use.

The data library contained resonant spectra of mixtures
comprising PEG200, glucose, and BSA mixed at various con-
centrations [Fig. 1(b)]. To measure the resonant spectra, the
running buffer (Ancillary Reagent Kit 2, DuoSet) was first in-
jected into the microfluidic channel at 30 pL/min for 2 min.
The sample was then injected, and the resonant wavelength of
the ring resonator was monitored over time to obtain the
resonant spectrum. A total of 343 mixtures were measured
with the concentration of each component varying from 0 to
30 mg/mL with an increment of 5 mg/mL, while each com-
position was measured at 5 different flow rates ranging from
10 to 90 pL./min with an increment of 20 pL/min. The micro-
fluidic channel was washed with ample running buffer between
measurements.

B. Training of Neural Network for Composition
Detection

The data library was divided into training and testing datasets,
and each dataset was divided into five subgroups based on the
flow rate. Each spectrum in the datasets was labeled with
36 arttributes that encoded the concentrations of the three
components—PEG200, glucose, and BSA—in the mixture,
with 12 attributes for each. The 12 attributes for each compo-
nent at a particular concentration were extracted from the res-
onant spectrum of the component in its pure form. The
resonant spectra of the mixtures were transformed into matrices
[Fig. 1(c)] as the input of the neural network [Fig. 1(d)]. The
neural network was trained to decompose the resonant spec-
trum of the mixture into resonant spectra of individual com-
ponents and predict the respective concentration of each
component [Fig. 1(e)].

A three-layer perceptron neural network (one input layer,
one output layer, and a single hidden layer) was adopted to
implement a regressor to predict the concentration of each
component in a mixture [Fig. 2(a)]. The input layer had
160 neurons, the hidden layer had 64 neurons, and the output
layer had 36 neurons. The collected datasets included 343 sam-
ples, of which 229 samples were used for training, and the re-
maining 114 samples were used for the blind testing of the
neural network model. Each sample was measured at five differ-
ent flow rates, and therefore the total number of training sam-
ples was 343 x 5. The training and testing datasets were
randomly selected from the spectrum library without overlap,
which guaranteed that the trained model did not get any in-
formation about the testing dataset. The input datasets had
a dimension of 160 attributes, and the output had a dimension
of 36 attributes, with 12 attributes for each component. The
hidden layer had 64 neurons, and thus the matrix sizes for the
input layer, hidden layer, and output layer were 160 x 64,
64 x 64, and 64 x 36, respectively. The three layers were fully
connected and activated by a rectified linear units (ReLU) func-
tion. The training model was set up using TensorFlow [37] and
trained over a GPU server with one Nvidia GeForce RTX 2080
card and one Intel Xeon CPU E5-2650. The cost function was
defined by the mean square error (MSE), and the optimizer was
set to the RMSPropOptimizer with a learning rate of 0.0005

and a decay rate of 0.9. The learning rate and decay rate were
selected by trial and error. The cost function was plotted against
the number of iterations [Fig. 2(b)]. It quickly descended to a
value close to zero after ~700 iterations, which indicated the
low error of the model on the training set, and no overfitting
was observed up to 5000 iterations. Our successful blind test on
the 114 x 5 testing samples was unknown to the trained model.
All evidence proved that the number of training samples was
sufficient. Different from other machine learning applications
on published datasets, we used a high-quality dataset experi-
mentally collected. The 343 x 5 samples and their correspond-
ing labels were of high quality and reliable resolution. With this
high-quality dataset, a relatively small number of training sam-
ples were able to generate satisfactory machine learning models
for accurate prediction. The RMSE is a frequently used way to
measure the error of a model in predicting quantitative data.
The deviation between prediction and ground truth was evalu-
ated over 7, by the RMSE, which was expressed as

R 1 Msamples =1 .
RMSEGj) = - —— D (i-3)% ()
samples  ;—(

where J; was the predicted value of the ith sample, and y, was
the corresponding true value.
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Fig. 2. Neural network of the smart sensor. (a) The resonant spec-
trum of an unknown sample mixture is acquired with the ring reso-
nator and fed into the trained neural network. The number of neurons
in the input, hidden, and output layers is 160, 64, 36, respectively.
The 36 attributes of the output are divided into three groups, each
with 12 attributes. Each group of 12 attributes is used to predict
the concentration of one component in the mixture. The composition
of the unknown sample is determined by the predicted concentrations
of all three components. (b) Cost function versus training interactions
for samples at 10 pL/min as an example.



3. RESULTS AND DISCUSSIONS

The light is coupled into the ring resonator through fiber align-
ment [38,39]. The light at resonant wavelength is strictly con-
fined in the ring resonator, which results in periodic resonant
peaks in a spectrum measured at the through port of the bus
waveguide. The cross section of the waveguide in our device is
450 nm by 220 nm, which could confine single-mode light
very well. On the other hand, the evanescent field is able to
leak from the waveguide to interact with matter that alters
the effective refractive index surrounding the ring resonator.
This effect is reflected as a shift in the resonant wavelength
in the measured spectrum. The ring resonator is an exceptional
optical sensor because of its higher Q value, high sensitivity,
case of fabrication, multiplexity capability, and label-free detec-
tion [40]. During operation, the ring resonator is immersed in
the running buffer that flows stably in the microfluidic channel,
and a stable resonant peak is observed. As the sample flows over
the surface of the ring resonator, the resonant peak would shift
as a result of the difference in refractive index between the sam-
ple solution and the running buffer. This principle is used to
analyze chemicals dissolved in the solution. The proposed
smart sensor combines the advantage of the highly sensitive
ring resonator and neural network to empower intelligent la-
bel-free multicomponent chemical analysis. The representative
resonant spectra of individual components under a constant
flow rate of 30 pL/min are shown in Figs. 3(a)-3(c). The con-
centrations of PEG200 [Fig. 3(a)], glucose [Fig. 3(b)], and BSA
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Fig. 3. Resonant spectra measured by the ring resonator under vari-
ous conditions. (a)—(c) Resonator spectra for PEG200, glucose, and
BSA solution under a constant flow rate of 30 pL/min. The concen-
tration ranges from 0 to 30 mg/mL with an increment of 5 mg/mL.
(d)—(f) Resonator spectra for PEG200, glucose, and BSA solution
under a constant concentration of 20 mg/mL. The flow rate ranges
from 10 to 90 pL/min with an increment of 20 pL/min. (g) For
the resonant spectrum of the mixture with 15 mg/mL PEG200,
5 mg/mL glucose, and 15 mg/mL BSA at 50 pL/min flow rate;
(h) for the resonant spectrum of the mixture with 25 mg/mL
PEG200, 5 mg/mL glucose, and 5 mg/mL BSA at 50 pL/min flow
rate; and (i) for the resonant spectrum of the mixture with 20 mg/mL
PEG200, 10 mg/mL glucose, and 5 mg/mL BSA at 50 pL/min
flow rate.
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[Fig. 3(c)] increase from 0 to 30 mg/mL with an increment of
5 mg/mL. In all cases, the shift of the resonant peak increases
with time and eventually reaches a plateau. The constant value
at the plateau is dependent on the concentration of the
chemical—the higher the concentration, the larger the resonant
wavelength shifts. The representative resonant spectra of indi-
vidual components at a constant concentration of 20 mg/mL
are shown in Figs. 3(d)-3(f). The spectra of each sample are
obtained at five different flow rates ranging from 10 to
90 pL/min with an increment of 20 pL/min. As seen in the
figures, all measurements for each chemical component reach
almost the same plateau regardless of the flow rate, which cor-
roborates that the degree of resonant shift is determined by the
chemical concentration. In both the constant-concentration
and constant-flow-rate scenarios, samples under different con-
ditions show distinct behaviors in the response region (between
zero and the maximum shift). It is speculated that the response
region results from the diffusion of target molecules at the in-
terface between the sample solution and running buffer. The
microfluidic channel is filled with running buffer before
the sample injection. Due to laminar flow at the microscale,
the sample solution and the running buffer do not mix
at the interface. As the sample solution flows towards the ring
resonator, target molecules in the sample solution diffuse into
the running buffer and generate a chemical gradient across the
interface. The front portion of the chemical gradient, which has
a low concentration of target molecules, reaches the ring res-
onator first, causing a slight shift in resonant wavelength. As
the interface flows over the ring resonator, the effective concen-
tration detected by the ring resonator increases with the con-
centration gradient until it reaches the bulk concentration
evidenced by the plateau. The higher the target concentration,
the faster the resonant wavelength shifts due to steeper concen-
tration gradient as evidenced by the larger slope in the response
regions [Figs. 3(a)-3(c)]. The response region of the resonant
spectrum hence contains rich information related to the con-
centration, diffusion coefficient, and other physical and chemi-
cal properties of the target molecules. Similarly, the flow rate
also has a strong effect on the response region of the resonant
spectrum through the concentration gradient. As the flow rate
increases, it takes a shorter time for the interface to reach the
ring resonator and hence less time for the molecules to diffuse,
causing a steeper concentration gradient at the interface. As a
result, the resonant spectrum shows a rapid takeoff and a larger
slope in the response region [Figs. 3(d)-3(f)].

The representative resonant spectra of sample mixtures are
shown in Figs. 3(g)-3(i). Unfortunately, the resonant spectra of
the mixtures do not show prominent features unique to each
specific component. Because the key feature regions (i.e., the
response regions) of the three components substantially overlap
with each other, it is difficult to perform multicomponent
chemical analysis by using handcrafted features. Fortunately,
we are able to train a neural network for multicomponent
chemical analysis using the resonant spectrum of the mixture
acquired with the ring resonator. The training of the neural
network is described in detail in Section 2.B. The neural net-
work is able to predict the concentration of each individual
component based on the resonant spectrum of the mixture.
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The accuracy of the neural network model is evaluated with the
testing dataset by comparing the predicted composition of the
mixture (i.e., the concentrations of all three components) with
the ground truth. The prediction error is defined by the RMSE
between the predicted values and the ground truth. Each sam-
ple composition is measured at five different flow rates, and the
predicted compositions at these flow rates are averaged to im-
prove the accuracy of prediction. The neural network model
has a low prediction error on the entire testing dataset, ranging
only from 0.13 to 2.28 mg/mL over the tested range of 0-30
mg/mL. Figure 4(a) presents an intuitive visualization of the
relationship between the predicted composition (magenta dots)
and the ground truth (blue dots) of 10 representative mixtures.
As seen in the figure, each predicted composition is located
close to the respective ground truth, suggesting a high predic-
tion accuracy. The predicted compositions of three mixtures are
listed in Table 1. In this case, RMSE is reflected by the distance
between the prediction point and ground truth point in
Fig. 4(a), which is a measure of difference between the predic-
tion and the ground truth. While the neural network model
gives reasonably accurate prediction of the composition at each
flow rate, the prediction error may vary over a relatively wide
range from one flow rate to another (Tables 1-3). It is noticed
that the average prediction values lead to small prediction er-
rors. Hence, the average prediction values are used to determine
the composition of the mixture. The distribution of the pre-
diction array of all samples in the testing dataset is shown in
Fig. 4(b). All prediction errors are below 2.5 mg/mL over

(@)

@ Ground truth
@ Prediction

»
>

w
S
A |

(*]

\yeIuaduod
S
3

[Bw) ¥SAa 30 uov

S

o

) w

§

o

Frequency (%)

1 2 3
Prediction Error RMSE (mg/mL)

Fig. 4. Composition predicted by the neural network model.
(a) 3D distribution of the prediction composition and the ground
truth (10 representative points). (b) Histogram of prediction error
(RMSE) for all 114 samples in the testing dataset.

Table 1. Representative Sample 1 Composition

Prediction under Different Experiment Conditions®
Prediction

Flow Rate PEG200 Glucose BSA Error RMSE

(uL/min) (mg/mL) (mg/mL) (mg/mL) (mg/mL)

10 15.4 5.9 14.8 0.58

30 15.7 4.6 15.3 0.50

50 15.0 6.0 14.3 0.70

70 14.6 4.9 14.6 0.33

90 14.3 5.1 14.8 0.42

Average 15.0 5.3 14.8 0.21

“Predicted composition of the sample with the expected composition

(ground truth) of PEG200 of 15 mg/mL, glucose of 5 mg/mL, and BSA of
15 mg/mL.

Table 2. Representative Sample 2 Composition
Prediction under Different Experiment Conditions®

Prediction
Flow Rate PEG200 Glucose BSA Error RMSE
(uL/min) (mg/mL) (mg/mL) (mg/mL) (mg/mL)
10 20.7 25.7 15.8 0.73
30 21.5 24.6 15.8 1.01
50 20.4 25.5 14.6 0.44
70 19.9 25.2 13.9 0.65
90 19.5 25.0 14.2 0.54
Average 20.4 25.3 14.9 0.29

“Predicted composition of the sample with the expected composition
(ground truth) of PEG200 of 20 mg/mL, glucose of 25 mg/mL, and BSA
of 15 mg/mL.

Table 3. Representative Sample 3 Composition
Prediction under Different Experiment Conditions®

Prediction
Flow Rate PEG200 Glucose BSA Error RMSE
(uL/min) (mg/mL) (mg/mL) (mg/mL) (mg/mL)
10 21.1 10.4 4.1 0.85
30 20.6 10.1 5.3 0.39
50 19.6 11.4 4.8 0.85
70 19.4 10.3 5.4 0.45
90 19.4 9.7 5.3 0.42
Average 20.0 10.4 5.0 0.23

“Predicted composition of the sample with the expected composition
(ground truth) of PEG200 of 20 mg/mL, glucose of 10 mg/mL, and BSA
of 5 mg/mL.

the tested range of 0-30 mg/mL, with more than 75% of the
predictions having an error no greater than 1 mg/mL. The
median is 0.63 mg/mL, and the average is 0.76 mg/mL with
standard deviation of 0.47 mg/mL. The predicted concentra-
tions of the three components (PEG200, glucose, and BSA) for
all the samples in the testing dataset are plotted against the
ground truth (i.e., the expected concentrations) as shown in
Fig. 5. The predicted concentrations show a good linear cor-
relation with the ground truth, with almost all the data points
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falling within the 95% prediction bands, again suggesting ac-
curate prediction of our neural network model.

Conventional ring resonator—based sensors only use a single
parameter, which is the maximal shift of the resonant wave-
length at the steady state (i.e., the plateau in the resonant spec-
trum), to detect the target. Such a single parameter carries very
limited information of the target molecules. By monitoring the
resonant wavelength shift over time and plotting the entire res-
onant spectrum, our sensor is able to acquire more information
on the physical and chemical properties of the target molecules.
Nevertheless, these pieces of information are buried in the re-
sponse region of the resonant spectrum because the response
regions of individual components substantially overlap with
each other. As a resul, it is a great challenge to predict the com-
position of a mixture by decomposing its resonant spectrum
using conventional algorithms that are based on handcrafted
features. Fortunately, the buried features can be uncovered
by machine learning. The machine learning model is able to
predict the composition of a mixture with a high accuracy.
By combining the highly sensitive ring resonator—based sensor
and the intelligent neural network model, we demonstrate a
highly accurate smart sensor for label-free multicomponent
chemical analysis.

4. CONCLUSIONS

In summary, we demonstrate a machine learning assisted smart
sensor for label-free multicomponent chemical analysis. The
smart sensor uses the resonant spectrum of a mixture measured
by the high-sensitivity and label-free ring resonator to perform
multicomponent chemical analysis. The prediction of the
mixed compounds is realized by utilizing a neural network
model. It shows a high prediction accuracy with a low RMSE
ranging only from 0.13 to 2.28 mg/mL. The predicted concen-
trations of all compounds fall within the 95% prediction bands.
With its simple label-free detection strategy and high accuracy,
the smart sensor unveils great potential applications for the
analysis of various chemical compounds. It also opens up a
new avenue for the development of data-driven smart sensors.

APPENDIX A: FABRICATION PROCESS OF
MICRORING RESONATOR

The sensing structure, a microring resonator, is fabricated on a
silicon-on-insulator (SOI) wafer with a 220-nm Si top layer.
First, the 70-nm thick silicon is etched by inductively coupled
plasma reactive ion etching (RIE) to form grating couplers,
and the remaining 150-nm Si is etched to define the wire
waveguides. Subsequently, an upper cladding layer of 1.5-pm

Fig. 6. SEM of the fabricated microring resonator.

silica is deposited by plasma-enhanced chemical vapor deposi-
tion (PECVD). After that, the sensing window of the microring
resonator is opened by anisotropic RIE dry etching and
isotropic etching based on vapor hydrogen fluoride (HF) to re-
move the silica upper cladding. The scanning electron micro-
graph (SEM) of the fabricated microring resonator is shown
in Fig. ©.

Funding. National Research Foundation
(PUB-1804-0082, NRF-CRP13-2014-01);
Education—Singapore (MOE2017-T3-1-001).

Singapore
Ministry  of

Disclosures. The authors declare no conflicts of interest.

"These authors contributed equally to this work.

REFERENCES

1. E. H. Mordan, J. H. Wade, Z. S. B. Wiersma, E. Pearce, T. O.
Pangburn, A. W. deGroot, D. M. Meunier, and R. C. Bailey,
“Silicon photonic microring resonator arrays for mass concentration
detection of polymers in isocratic separations,” Anal. Chem. 91,
1011-1018 (2019).

2. R. M. Graybill, C. S. Para, and R. C. Bailey, “PCR-free, multiplexed
expression profiling of microRNAs using silicon photonic microring
resonators,” Anal. Chem. 88, 10347-10351 (2016).

3. J. H. Wade, A. T. Alsop, N. R. Vertin, H. Yang, M. D. Johnson, and R.
C. Bailey, “Rapid, multiplexed phosphoprotein profiling using silicon
photonic sensor arrays,” ACS Cent. Sci. 1, 374-382 (2015).

4. J. H. Wade and R. C. Bailey, “Applications of optical microcavity
resonators in analytical chemistry,” Annu. Rev. Anal. Chem. 9, 1-25
(2016).

5. Y. Sun and X. Fan, “Optical ring resonators for biochemical and
chemical sensing,” Anal. Bioanal. Chem. 399, 205-211 (2011).

6. C.D. K. Sloan, M. T. Marty, S. G. Sligar, and R. C. Bailey, “Interfacing
lipid bilayer nanodiscs and silicon photonic sensor arrays for multi-
plexed protein-lipid and protein-membrane protein interaction screen-
ing,” Anal. Chem. 85, 2970-2976 (2013).

7. W. W. Shia and R. C. Bailey, “Single domain antibodies for the detec-
tion of ricin using silicon photonic microring resonator arrays,” Anal.
Chem. 85, 805-810 (2013).

8. D. Patra and A. Mishra, “Recent developments in multi-component
synchronous fluorescence scan analysis,” TrAC Trends Anal.
Chem. 21, 787-798 (2002).

9. A. H. Kamal, S. F. ElI-Malla, and S. F. Hammad, “A review on UV
spectrophotometric methods for simultaneous multicomponent analy-
sis,” Eur. J. Pharm. Med. Res. 3, 348-360 (2016).

10. S. J. Barton, B. M. Hennelly, T. Ward, K. Domijan, and J. Lowry, “A
review of Raman for multicomponent analysis,” Proc. SPIE 9129,
91290C (2014).


https://doi.org/10.1021/acs.analchem.8b04263
https://doi.org/10.1021/acs.analchem.8b04263
https://doi.org/10.1021/acs.analchem.6b03350
https://doi.org/10.1021/acscentsci.5b00250
https://doi.org/10.1146/annurev-anchem-071015-041742
https://doi.org/10.1146/annurev-anchem-071015-041742
https://doi.org/10.1007/s00216-010-4237-z
https://doi.org/10.1021/ac3037359
https://doi.org/10.1021/ac3030416
https://doi.org/10.1021/ac3030416
https://doi.org/10.1016/S0165-9936(02)01201-3
https://doi.org/10.1016/S0165-9936(02)01201-3
https://doi.org/10.1117/12.2051769
https://doi.org/10.1117/12.2051769

e T
B44  Vol. 9, No. 2 / February 2021 / Photonics Research , C Research Article

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

. |. Toumi, S. Caldarelli, and B. Torrésani, “A review of blind source sep-
aration in NMR spectroscopy,” Prog. Nucl. Magn. Reson. Spectrosc.
81, 37-64 (2014).

. P. Geladi and B. R. Kowalski, “Partial least-squares regression: a tuto-
rial,” Anal. Chim. Acta 185, 1-17 (1986).

. R. Wehrens and B.-H. Mevik, “The pls package: principal component
and partial least squares regression in R,” J. Stat. Softw. 18, 1-24
(2007).

. M. C. U. Aratjo, T. C. B. Saldanha, R. K. H. Galvao, T. Yoneyama,
H. C. Chame, and V. Visani, “The successive projections algorithm for
variable selection in spectroscopic multicomponent analysis,”
Chemometrics Intellig. Lab. Syst. 57, 65-73 (2001).

. Y. Roggo, P. Chalus, L. Maurer, C. Lema-Martinez, A. Edmond, and
N. Jent, “A review of near infrared spectroscopy and chemometrics in
pharmaceutical technologies,” J. Pharm. Biomed. Anal. 44, 683-700
(2007).

. Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature 521,
436-444 (2015).

. L. Deng and D. J. F. Yu, “Deep learning: methods and applications,”
Found. Trends Signal Process. 7, 197-387 (2014).

. J. J. N. Schmidhuber, “Deep learning in neural networks: an over-
view,” Neural Netw. 61, 85-117 (2015).

. H. M. Robison, P. Escalante, E. Valera, C. L. Erskine, L. Auvil, H. C.
Sasieta, C. Bushell, M. Welge, and R. C. Bailey, “Precision immuno-
profiling to reveal diagnostic signatures for latent tuberculosis infec-
tion and reactivation risk stratification,” Integr. Biol. 11, 16-25 (2019).

. J. Vamathevan, D. Clark, P. Czodrowski, |. Dunham, E. Ferran, G.
Lee, B. Li, A. Madabhushi, P. Shah, M. Spitzer, and S. Zhao,
“Applications of machine learning in drug discovery and develop-
ment,” Nat. Rev. Drug Discov. 18, 463-477 (2019).

. F. Cheng and Z. Zhao, “Machine learning-based prediction of
drug-drug interactions by integrating drug phenotypic, therapeutic,
chemical, and genomic properties,” J. Am. Med. Inform. Assoc. 21,
e278-e286 (2014).

. C. A. Ronao and S.-B. Cho, “Human activity recognition with smart-
phone sensors using deep learning neural networks,” Expert Syst.
Appl. 59, 235-244 (2016).

. W. Zhao, A. Bhushan, A. D. Santamaria, M. G. Simon, and C. E.
Davis, “Machine learning: a crucial tool for sensor design,”
Algorithms 1, 130-152 (2008).

. A. Moraru, M. Pesko, M. Porcius, C. Fortuna, and D. J. Mladenic,
“Using machine learning on sensor data,” J. Comput. Inf. Syst. 18,
341-347 (2010).

. M. A. Alsheikh, S. Lin, D. Niyato, and H.-P. Tan, “Machine learning in
wireless sensor networks: algorithms, strategies, and applications,”
Commun. Surveys Tuts. 16, 1996-2018 (2014).

. Z.Hou, T. Tang, J. Shen, C. Li, and F. Li, “Prediction network of meta-
material with split ring resonator based on deep learning,” Nanoscale
Res. Lett. 15, 83 (2020).

. Y.Chen, J. Zhu, Y. Xie, N. Feng, and Q. H. Liu, “Smart inverse design
of graphene-based photonic metamaterials by an adaptive artificial
neural network,” Nanoscale 11, 9749-9755 (2019).

28

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

. W. Ma, F. Cheng, and Y. Liu, “Deep-learning-enabled on-demand
design of chiral metamaterials,” ACS Nano 12, 6326-6334
(2018).

J.S.T.Smalley, Y. Zhao, A. A. Nawaz, Q. Hao, Y. Ma, |.-C. Khoo, and
T. J. Huang, “High contrast modulation of plasmonic signals using
nanoscale dual-frequency liquid crystals,” Opt. Express 19, 15265~
15274 (2011).

M. lan Lapsley, A. Shahravan, Q. Hao, B. Krishna Juluri, S. Giardinelli,
M. Lu, Y. Zhao, |.-K. Chiang, T. Matsoukas, and T. J. Huang, “Shifts in
plasmon resonance due to charging of a nanodisk array in argon
plasma,” Appl. Phys. Lett. 100, 101903 (2012).

R. A. Potyrailo, J. E. Brewer, B. Cheng, M. Carpenter, N. M. Houlihan,
and A. Kolmakov, “Bio-inspired gas sensing: boosting performance
with sensor optimization guided by ‘machine learning’,” Faraday
Discuss. 223, 161-182 (2020).

Z.S.Ballard, D. Shir, A. Bhardwaj, S. Bazargan, S. Sathianathan, and
A. Ozcan, “Computational sensing using low-cost and mobile plas-
monic readers designed by machine learning,” ACS Nano 11,
2266-2274 (2017).

X. Feng, G. Zhang, L. K. Chin, A. Q. Liu, and B. Liedberg, “Highly
sensitive, label-free detection of 2,4-dichlorophenoxyacetic acid using
an optofluidic chip,” ACS Sens. 2, 955-960 (2017).

Y. Shi, H. Zhao, K. T. Nguyen, Y. Zhang, L. K. Chin, T. Zhu, Y. Yu, H.
Cai, P. H. Yap, P. Y. Liu, S. Xiong, J. Zhang, C.-W. Qiu, C. T. Chan,
and A. Q. Liu, “Nanophotonic array-induced dynamic behavior for la-
bel-free shape-selective bacteria sieving,” ACS Nano 13, 12070-
12080 (2019).

Y. Shi, H. Zhao, L. K. Chin, Y. Zhang, P. H. Yap, W. Ser, C.-W. Qiu,
and A. Q. Liu, “Optical potential-well array for high-selectivity, massive
trapping and sorting at nanoscale,” Nano Lett. 20, 5193-5200
(2020).

Z.Li,J. Zou, H. Zhu, B. T. T. Nguyen, Y. Shi, P. Y. Liu, R. C. Bailey, J.
Zhou, H. Wang, Z. Yang, Y. Jin, P. H. Yap, H. Cai, Y. Hao, and A. Q.
Liu, “Biotoxoid photonic sensors with temperature insensitivity using a
cascade of ring resonator and Mach-Zehnder interferometer,” ACS
Sens. 5, 2448-2456 (2020).

M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean, M. Devin,
S. Ghemawat, G. Irving, and M. Isard, “TensorFlow: a system for
large-scale machine learning,” in 72th USENIX Symposium on
Operating Systems Design and Implementation (2016), pp. 265-283.
H. Zhang, M. F. Karim, S. Zheng, H. Cai, Y. Gu, S. S. Chen, H. Yu, and
A. Q. Liu, “A high-resolution dual-microring-based silicon photonic
sensor using electronic integrated circuit,” in CLEO: Applications
and Technology (Optical Society of America, 2018), paper ATh40.4.
H. Zhang, M. F. Karim, S. Zheng, H. Cai, Y. Gu, S. S. Chen, H. Yu, and
A. Q. Liu, “Machine learing and silicon photonic sensor for complex
chemical components determination,” in CLEO: Science and
Innovations (Optical Society of America, 2018), paper JW2A.54.

M. C. Cardenosa-Rubio, H. M. Robison, and R. C. Bailey, “Recent
advances in environmental and clinical analysis using microring
resonator-based sensors,” Curr. Opin. Environ. Sci. Health 10, 38-
46 (2019).


https://doi.org/10.1016/j.pnmrs.2014.06.002
https://doi.org/10.1016/j.pnmrs.2014.06.002
https://doi.org/10.1016/0003-2670(86)80028-9
https://doi.org/10.1016/S0169-7439(01)00119-8
https://doi.org/10.1016/j.jpba.2007.03.023
https://doi.org/10.1016/j.jpba.2007.03.023
https://doi.org/10.1038/nature14539
https://doi.org/10.1038/nature14539
https://doi.org/10.1561/2000000039
https://doi.org/10.1016/j.neunet.2014.09.003
https://doi.org/10.1093/intbio/zyz001
https://doi.org/10.1038/s41573-019-0024-5
https://doi.org/10.1136/amiajnl-2013-002512
https://doi.org/10.1136/amiajnl-2013-002512
https://doi.org/10.1016/j.eswa.2016.04.032
https://doi.org/10.1016/j.eswa.2016.04.032
https://doi.org/10.3390/a1020130
https://doi.org/10.1109/COMST.2014.2320099
https://doi.org/10.1186/s11671-020-03319-8
https://doi.org/10.1186/s11671-020-03319-8
https://doi.org/10.1039/C9NR01315F
https://doi.org/10.1021/acsnano.8b03569
https://doi.org/10.1021/acsnano.8b03569
https://doi.org/10.1364/OE.19.015265
https://doi.org/10.1364/OE.19.015265
https://doi.org/10.1063/1.3673327
https://doi.org/10.1039/D0FD00035C
https://doi.org/10.1039/D0FD00035C
https://doi.org/10.1021/acsnano.7b00105
https://doi.org/10.1021/acsnano.7b00105
https://doi.org/10.1021/acssensors.7b00217
https://doi.org/10.1021/acsnano.9b06459
https://doi.org/10.1021/acsnano.9b06459
https://doi.org/10.1021/acs.nanolett.0c01464
https://doi.org/10.1021/acs.nanolett.0c01464
https://doi.org/10.1021/acssensors.0c00622
https://doi.org/10.1021/acssensors.0c00622
https://doi.org/10.1016/j.coesh.2019.09.001
https://doi.org/10.1016/j.coesh.2019.09.001

	XML ID funding

